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SPHENIX presentations at this meeting H@

1. Earlier today: sPHENIX project status (Ed O’Brien)
2. SPHENIX status and updated run plan (GR, DM)

Collaboration overview and recent progress

Recall key considerations connecting sPHENIX science mission and design,
commissioning and operations

2023-2025 beam use proposal
3. SPHENIX TPC Quter Tracker (Hugo Pereira da Costa)

Proposed upgrade to complement existing solutions for TPC distortion monitoring and
corrections




sPHENIX Science mission

2015 NP LRP

The 2015

LONG RANGE PLAN
for NUJCT.EAR SCIENCE

sPHENIX was designed as a state-of-the-art jet detector at RHIC to explore the properties of
the QGP at very short scales, and its scientific program was endorsed by the 2015 NSAC
Long Range Plan for Nuclear Science. The PAC considers the completion of the sSPHENIX

https:/,

scientific program as the highest priori
BES-II and before the transition to the EIC facility.

2. Quantum Chromodynamics: The Fundamental Description of the Heart of Visible Matter

describe quark and gluon interactions, the emergent
phenomenon that a macroscopic volume of quarks and
gluons at extreme temperatures would form a nearly
perfect liquid came as a complete surprise and has

led to an intriguing puzzle. A perfect liquid would not

be expected to have particle excitations, yet QCD is
definitive in predicting that a microscope with sufficiently
high resolution would reveal quarks and gluons
interacting weakly at the shortest distance scales within
QGP. Nevertheless, the n/s of QGP Is so small that there
is no sign in its macroscopic motion of any microscopic
particlelike constituents; all we can see is a liquid. To this
day, nobody understands this dichotomy: how do quarks
and gluons conspire to form strongly coupled, nearly
perfect liquid QGP?

There are two central goals of measurements planned
at RHIC, as it completes its scientific mission, and at the
LHC: (1) Probe the inner workings of QGP by resolving
its properties at shorter and shorter length scales. The
complementarity of the two facilities is essential to thi
goal, as is a state-of-the-art jet detector at RHIC, called
sPHENIX. (2) Map the phase diagram of QCD with
experiments planned at RHIC.

This section is organized in three parts: characterization
of liquid QGP, mapping the phase diagram of QCD by
doping QGP with an excess of quarks over antiquarks,
and high-resolution microscopy of QGP to see how
quarks and gluons conspire to make a liquid.

EMERGENCE OF NEAR-PERFECT FLUIDITY
The emergent hydrodynamic properties of QGP are

not apparent from the underlying QCD theory and
were, therefore, largely unanticipated before RHIC.
They have been quantified with increasing precision

via experiments at both RHIC and the LHC over the last
several years. New theoretical tools, including LQCD
calculations of the equation-of-state, fully relativistic
viscous hydrodynamics, initial quantum fluctuation
models, and model calculations done at strong coupling
in gauge theories with a dual gravitational description,
have allowed us to characterize the degree of fluidity.

In the temperature regime created at RHIC, QGP is the
most liquidlike liquid known, and comparative analyses
of the wealth of bulk observables being measured hint
that the hotter QGP created at the LHC has a somewhat
larger viscosity. This temperature dependence will be
more tightly constrained by upcoming measurements
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at RHIC and the LHC that will characterize the varying
shapes of the sprays of debris produced in different
collisions. Analyses to extract this information are
analogous to techniques used to learn about the
evolution of the universe from tiny fluctuations in the
temperature of the cosmic microwave background
associated with ripples in the matter density created a
short time after the Big Bang (see Sidebar 2.3).

There are still key questions, just as in our universe,
about how the rippling liquid is formed initially in

a heavy-ion collision. In the short term, this will be
addressed using well-understood modeling to,
the clock backwards from the debud e collisions
observed in the d . Measurements of the gluon
distrjbus nd correlations in nuclei at a future EIC
together with calculations being developed that relate
these quantities to the initial ripples in the QGP will
provide a complementary perspective. The key open
question here is understanding how a hydrodynamic
liquid can form from the matter present at the earliest
moments in a nuclear collision as quickly as it does,
within a few trillionths of a trillionth of a second.

eometry and Small Droplets
ected to the latter question is the question of

that protons or s
would not deposit en
volume to create a dropl
however, have brought surp
liquid production.

Il projectiles impacting large nuclei
gh energy over a large enough
of QGP. New measurements,
s about the onset of QGP

Measurements in LHC proton-proton cO¥sions, selecting

stronger indications that single small droplets may be
formed. The flexibility of RHIC, recently augmented by
the EBIS source (a combined NASA and nuclear physics
project), is allowing data to be taken for p+Au, d+Au,
and *He+Au collisions, in which energy is deposited
initially in one or two or three spots. As these individual
droplets expand hydrodynamically, they connect and
form interesting QGP geometries as shown in Figure 2.9.
If, in fact, tiny liquid droplets are being formed and

their geometry can be manipulated, they will provide

SPHE

There are two central goals of measurements planned

at RHIC, as it completes its scientific mission, and at the
LHC: (1) Probe the inner workings of QGP by resolving
its properties at shorter and shorter length scales. The
complementarity of the two facilities is essential to this
goal, as is a state-of-the-art jet detector at RHIC, called
sPHENIX. (2) Map the phase diagram of QCD with
experiments planned at RHIC.

of the RHIC program after the completion of

2020 RHIC PAC report p. 10 3




SPH ENIX Science >
R — s -sPHEQIX
Jet cor. & substructure | Parton energy loss i  Upsilon spectroscopy i ' Cold QCD g
. ' Vary momentum/angular i Va_v mass/momentum | | Vary size of the probe ' Vary temperature f
. size of probe ' of probe i S i ' of QCD matter
' | : : i | Y(2s) - 0.56fm :
g i i Y(1s) —0.28fm i
U,d,S i i b Do a I

Mission: Study QCD phenomena discovered at RHIC vv|th unprecedented Orecisior
Focus on hard probes (jets and heavy flavor)
Kinematic reach and capabillities to allow direct comparison with LHC

Affirmed by Hot QCD white paper — LRP — sPHENIX CD-0 — ECFA — PAC
more than 100 (!) PRL/PLB from RHIC, LHC on these topics since LRP (2015)

4



SPHENIX science mission and schedule H@

'15 LRP recommended installation of a new detector at existing collider
+this is unusual (vs LEP, Tevatron, LHC,...)

realized as upgrade to PHENIX

needs to significantly advance HI physics vs prior 20 years of data taking
EIC @BNL reference schedule implies end of RHIC operations after 2025 run

- this is unusual (vs prior colliders)
NO opportunity for do-overs

Need to complete science mission on a 3-yr schedule guides construction,
commissioning and running schedule and physics focus



sPHENIX: the detector

| SPHE

S

1.4T solenoid \‘\///{// = .

outer HCAL
inner HCAL
EMCAL

T

n.b., every subdetector you see
on this picture is new



outer HCAL
inner HCAL —

EMCAL /
\ L i  ’:

First @ RHIC: Full calorimeter stack
Incl. hadronic calo

Challenge:
- Absolute calibration of jet response

(JES, JER)




SPHE

Continuous readout TPC (R = 20-78cm)
- shares many concepts with ALICE TPC upgrade

Si strip intermediate tracker (INTT, R = 7-11cm)

3 layer MVTX vertex tracker (R = 2.3, 3.1, 3.9cm)
based on ALICE ITS IB detector

First @ RHIC: Large acceptance high-rate tracking

Challenges:
- Track reconstruction CPU time

PC distortion correction



SPHENIX schedule

2015 2016 2017 2018 2019 2020 2021 | 2022
T T ‘ Installation &
~ "« sPHENIX pDOE CD-0 DOE CD-1/3A BNL PD-2/3 commissioning
science “Mission need” Cost, schedule, - Final project design
collaboration approval advance purchase approval, authorization to
approval execute

The PAC supports the sSPHENIX project management proposal to use the contingency funds
to find ways to ensure meeting the construction schedule. The PAC considers the timely
startup of SPHENIX physics data-taking as the highest priority of the RHIC program after
completion of BES-II. The PAC recommends the sSPHENIX and RHIC managements to work
together to meet the schedule requirements of the SPHENIX project.

Collaboration and project are committed to sPHENIX
being ready for data taking in early 2023

Possible b/c of extraordinary effort by project,
collaboration and support by BNL/DOE 5




SPHENIX collaboration i i

O Berkeley

TEMPLE

UNIVERSITY

» 82 Institutions (22 new since CD-0)

* world-class expertise in physics, silicon,
TPCs, calorimetry, electronics, computing

* about 25% non-US institutions
* ~ 330 participants (= 400-500 by 2023)
» Steady evolution of collaboration organization

-
[
mMp, // i
s

2019

iGREENSBORO

VLS| U. Sao Paolo

) LUND UNIVERSITY

Soodh PUSAN
2=)7 NATIONAL UNIVERSITY

2021

Sy

(a1 HANYANG UNIVERSITY

. e
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SPHENIX organization

' Online/DA : Institutional Board -
| O e/ Q p—— S&C Board | Institution L
' M. Purschke C. Pinkenburg (chair) Representatives

Executive Council

MDC TE Project & Collaboration |---
C. Mironov Representatives DE&I committee

V. Greene (chair)

Framework

C. Pinkenburg Calibration TF Commissioning TF Soeaker’s Bureay
C. Roland, T. Sakaguchi C. Riedl., J. Haggerty lla\/l Rosati (chair)

Simulations

J. Huang
TPC Calibration
R. Corliss, H. Pereira Jet TG Publicati licy TE
i da Costa D. Perepelitsa, R. Reed ublication policy
Computing P A. Sickles (chair)

Plan
R. Soltz Calo Calibration HF TG
J. Frantz J. Huang, H. Okawa Bylaws TF

R. Belmont (chair)

Tracking

T. Frawley Quarkonia TG
T. Frawley, M. Rosati

Beam Use Request TF

Calo reco J. Nagle (chair)

D. Perepelitsa, Cold QCD TG
S. Bazilevsky S. Bazilevsky, R. Seidl

I:l — new since 2020 11




Commissioning taskforce (est. 2021)

SPHE

Led by Caroline Ried| (UIUC) and John Haggerty (BNL)
- Charge is to develop detector commissioning plan
+ covers both ~now to beginning of data taking and commissioning with beam in
2023-2025 runs
Draft beam commissioning plan informs run plan

sPHENIX Commissioning

dig
RHIC Run 21 Project

® RHIC Run
RHIC Run 22

e m Development Weeks Designation
RHIC Run 23 — W |nstallation

EETE
single CAL FEEtests | NI 0.5 Cool Down from 50 K to 4 K
e

8 XMIT CAL FEE tests
8 XMIT CAL FEE to SDL

e
MBD laser test e

Single TPC FEE tests

R
TPC FEE slice test P 0.5 Ramp-up mode 1 (8 h/night for experiments)
i

2.0 Set-up mode 1 (Au+Au at 200 GeV)

TPC FEE slice test to SDL
TPC and CAL FEE to SDL

‘ 11.5 sPHENIX Initial Commission Time

Online software development

Powering up detectors in IR

9.0 (13.0) | Au+Au Data taking (Physics)

DAQ development with complete detector

DAQ/Trigger development with beam

0.5 Controlled refrigeration turn-off

RR Computing installation

Move detector into IR

Magnet mapping

24.0 (28.0) | Total cryo-weeks

Inner detector installation

Jan 2021 Jul 2021 Jan 2022 Jul 2022 Jan 2023 Jul 2023

pre-beam commissioning beam commissioning (Run 23) 2




Software/Computing
Key principle: Reconstruction with fixed, short latency

Rapid diagnosis of rare failures
Timely completion of science program

Reconstruction time budget of 5s/event

—>

Challenges
Reconstruction time performance

TPC distortion correction
Jet energy calibration

Collaboration on common software:
CE/STAR (July '19)

—/STAR/CBM/ATLAS (Jan "20)
_AS, ALICE, STAR

Workfest w/ AL

Workfest w/ ALIC
- ACTS tracking, CA seeding (A

KFParticle 2ndary vertex reco (CBM)

- [TPC distortion correction (ALICE)
Particle flow jet reconstruction (CMS/ATLAS)

T — N —
BN - : e

B ERK N E R H&L1L

PSS
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Mock Data Challenge (MDC-1)

The PAC endorses the plans of the sPHENIX Collaboration to initiate a Mock Data
Challenge (MDC). This 1s timely and 1t 1s important to have in place a software project with

appropriate project structure, responsibility and review processes associated with a project.
The goals and milestones of the MDC project should be defined to enable the collaboration
to assess the software readiness for the start-up of the SPHENIX detector. The MDC project

will be essential to shape up the SPHENIX software towards the commissioning of the
_detector in 2023. 2020 RHIC PAC report p.10-11

MDC-1 led by Camelia Mironov (MIT) and Chris Pinkenburg (BNL)
Exercise full chain from large scale simulation, reconstruction in production
environment to analysis of reconstructed data
Effort involving software teams and analysis groups from Nov 2020 - March 2021
Results reported at 2021 Software & Computing review (March 2021)

Catalyzed major progress in all areas of sSPHENIX computing effort

14
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MDC-1 results

Weighted Usage by Group

| + Sustained MDC simulation and

40K

reconstruction effort

20K

- Valuable lessons about interaction w/
scheduling system

SPHE

06/14 12:00 06/1500:00 06/1512:00 06/16 00:00 06/16 12:00 06/17 00:00 06/17 12:00 06/18 00:00 06/18 12:00 06/19 00:00 06/19 12:00 06/20 00:00 06/20 12:00 06/21 00:00

atlas_tier3 Avqg: 492 atlas_xcache Avg: 64 belle_calib Avg: 321 belle_prod Avg:2.6 K — dune Avg:45 — eic Avg: 208 — phenix_anatrain Avg: 1.7 K
phenix_cas Avg: 1.4 K phenix_crs Avg: 41 sdcc_cas Avg:3 — sphenix_prod Avg: 11.0K — sphenix_user Avg: 534 — star_cas Avg: 264K — star_embed Avg: 33
Total CPUs Avg:37.7K

e e rrp e e e T e e T e o L L B L L L .
12001 SPHENX MDC- ot e 1 3l i Mock data challenge, planning for convergence
1000:_ x-jet, ﬁ{); 25 GeV Truth _j 9 . ]
- —— pp, Reco ] § gg Findinas 2021 S&C review l’e,OOI’Z‘
800:_ —— 0-10% Au+Au, Reco_: *g o0l g
600: 1z 1. The experiment has successfully conducted the first simulation campaign organized as a
- N — >
N }/—J e't ] o 10;‘ Mock Data Challenge (MDC1). The data production/processing chain was executed. Full
400} — o b simulation was done.
2003_ i - 3t Ot 2. Several new software tools, including job management PanDA as proof of concept and
: ﬁ l‘::b:hi 2r 7 MC production tools, file catalog, parallel file reading and performance profiling (memory,
0L A R R PRI B o s = SN W - SPHENIX Simulation ti d y t tested. Jenkins int tion for Quality A . |
0O 02 04 06 08 1 12 14 16 18 2 1|4 O1|45 0 |15 01|55 O |16 O1l65 0 - |me) were usea or at ieast tiesied. Jenkins integration 1or Luality Assurance was in place
p/ p! ' ' ' ' ' ' ' during MDCA1.
Y m(Knmg)-m(Kn) [GeV] 3. First full simulation using ACTS was carried out and reached the reconstruction
e performance goals.
'g 4000?1 SPHENIX Simulation Internal Y( S)i 5 E
O - . Q — 09400%0%%0040, .00 %%, "¢
O 3500F" A 4+Au minimum bias 1 E o.gg 00000 ¢ 00°040°0%%00 ©9000000,000,,%, 0% 00%,,
3000 p:.“’ >2 GeV/c —1 L 0'8?
2500 ’ 1 0.7 E_... o0 ® © %o o0 0000y000% ....0.0.....'......O...
[ + 1 0.61°
2000f Y ( 1 S) 1 050
1500‘ 1 04;_ MB PHTpcTracker VixAssoc xy outliers 800 um Fl ag S h | p m eaS u re m e ntS pe rfo rm ed O n
1 000 ‘ 1 0.3 :— Central PHTpcTracker VixAssoc Reject XY outliers 800 um
: - : )
02 - " MDC-1 simulated/reco’d data
R eeean IR, i | [racking efficiency
7.5 8 8.5 9 9.5 10 = - 15

QO

11 1 | | I |
: 2 4 6 8 10 12 14 16 18 20
Invariant mass [GeV] p_ (GeV/c)



MDC-2

Preparing for MDC-2, starting in late 2021
- Include distortions and distortion correctio

+ Production workflow management and da

+ Receiving strong support from NPPS and SDCC - most welcome!
+ Exercise day physics analyses in “blind” mode (w/ truth information propagated separately

. . Static
(on disk) |Raw Hits Map Job C
(@) -
(in memory)
i 'Cluster Correction Pass 1'":
corrected TPC clusters come in -
positions are corrected using StaticMap and AverageMap > Revised
J Ob A . TPC cluster positions are corrected using the StaticMap + Average Clusters
(in memory) Map
) "Static+Average" corrected clusters in DSTs are revised
'Cluster Generation': Prelim
1§8 data is clustered ' ' —p> - , S
cluster positions are corrected using the StaticMap Clusters CM Reconstruction':
corrected TPC clusters are written out to DST. Raw data is not written out. "static+Average” corrected TPC clusters come in Matched

—P> .
CM flash hits are identified and matched to the CM strip pattern CM hits
truth+reco ttree is written to node tree

'Tracking Pass 1":

(other tracking steps)

static-corrected TPC clusters are associated with tracks
track parameters are extracted

CM flash clusters are written to separate cluster map.
resulting tracks and track parameters are written out

\

'Fluctuation map generation':
truth+reco CM hits tree comes in Fluct.
Digital Current information comes in Map
fluctuation map is derived from DC+CM model and written to node

tree

AN

'Track matrix generation':
static-corrected TPC clusters and track parameters are interrogated, lMap Validation"
results are placed in a set of matrices -

Digital Current map and direct maps come in Revised
# gross agreement is checked > Ma
: possibly DC data is used to revise, in places where we know direct P
(write) Matrix ' Track Prelim. CM map is underconstrained
Set . Assoc. Clusters Assoc. /
L}

'Cluster Correction Pass 2':
raw or corrected TPC clusters come in X
positions are corrected using StaticMap, AverageMap, and Revised

Fluctuation Map
TPC cluster positions are corrected using the StaticMap + Average Clusters

(but some missing jobs are okay) Map + Fluctuation Map
"Static+Average+Fluctuation” corrected clusters are written out

v

N

"Tracking Pass 2':
JOb B static-corrected TPC clusters are replaced with their associated
"Static+Average+Fluctuation” corrected descendents in each track
'Average map generation': track parameters are re-extracted
matrix sets from track matrix generation are aggregated (30min) revised files are written out for analysis

and inverted in hugo's code
direct average map is written out #

$ . ReVi Sed Trac k
A (write) Clusters Assoc.
(write) verage
Map

PC calibration workflow

EMCal Calibrations (Details)

Raw Data: All tower hits/ or

SPHE

N as well as calo calibration workflows
‘abase software (PanDa/Rucio, Belle-2 database

. All tower hit
from Fraction of events owe S

Track Data
v
Reco — Pass 3
I Ch Ve
N Tower E’s (Pulse Shape) 5
[~ (Reuse?)
y
) Electron E/p,
Clustering Pflow Jet Reco
A
Calo-Jet Reco
Pairs-Invmass -n = 2y Gamma-Jet
Calib
y

Global EM Scale Calo

/ Cosmics ‘ LED Monitoring Events-
™ * *
pre-DB | Data 5*28K
A 4
4 v v > Pi0 TyT/Position Calib
- Gain Trace Pass 1la Gain Trace Pass 1b Pass 2
A 4 4 ,
IR Tower E’s (Pulse Shape)
Tower E’s (Pulse Shape) Collect LED peaks-Fit (Reuse?)
y
Y
Collect Ntower Edists Compare to Pre- Clustering
Fit exponential Characterizations
. LED |
Collect Ntower Edists pre- )
Fit exponential v DB Pairs-Invmass
- { DB2 r
\ - Fit Inmass
\ 4
- DB1 ) :
DB3
6/17/2021

—-MCAL calibration workflow

Final Plots
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2021 PAC charge and sPHENIX

BNL Nuclear Physics PAC 2021 Charge and Agenda
March 16, 2021

Charge

STAR: Beam Use Requests for Runs 22-25

sPHENIX: Beam Use Requests for Runs 23-25

CeC: Beam Use Requests

The Beam Use Requests should be submitted in written form to PAC by May 14, 2021
The BURs should be based on the following number of expected cryo-weeks.

First number is minimal expected RHIC run duration and second number is optimal duration:
2022: 18 (20)

2023: |20 ](28)

2024: |20 ](28)

2025: |20 [(28)

Presentations:

STAR: Update on spin physics and isobar analyses

PHENIX: Update on ongoing analysis efforts and data archiving effort

sPHENIX: Installation status and schedule




SPHENIX run schedule Q

Each of run period has distinct, critical role for sPHENIX science mission
- 2023 - commissioning of detector, RHIC and data operations with Au+Au
-+ 2024 - high statistics p+p reference and p+Au cold QCD data
- 2025 - high statistics Au+Au data
- This is the minimal “safe” schedule

* ensure safe combined operation of detector and collider

- provide development time for calibration and reconstruction to ensure
successful completion of science mission before transition to EIC

For successful completion of sSPHENIX science mission, each of these runs
needs to be successful

18



Run plan for 28 week scenario

Year | Species sNN | Cryo Physics Rec. Lum. Samp. Lum.
[GeV] | Weeks | Weeks 1z| <10 cm z| <10 cm
2023 | Au+Au | 200 | 24(28) 9 (13) 3.7 (5.7) nb~! 4.5 (6.9) nb~!

2024 | plp! 200 |24(28) | 12(16) 0.3 (0.4) pb~1 [5kHz] | 45(62) pb~!

4.5 (6.2) pb~! [10%-str]

2024 | pT+Au | 200 ~ 5 0.003 pb~1 [5 kHz] 0.11 pb~1

0.01 pb~! [10%-str]

2025 | Au+Au | 200 | 24(28) | 20.5(24.5) 13 (15) nb~! 21 (25) nb~!

Unchanged compared to 2020 BUP
Focus on core science mission
Minimization of risk guides ramp-up, commissioning and running conditions
Maximize science output for investment
MIE, 1008 upgrade, research effort, RHIC ops, US HI research workforce

19



Run plan for 20 week scenario

Year | Species sNN | Cryo | Physics Rec. Lum. Samp. Lum.

[GeV] | Weeks | Weeks z| <10 cm 1z| <10 cm
2023 | Au+Au | 200 20 5 1.7 nb~! 2.1nb~}
2024 | p'p! 200 20 16 0.4 pb~! [5 kHz] 62 pb~!

6.2 pb~! [10%-str]
2024 | pl+Au 1206 — 0 0 0
—
0

2025 | Au+Au | 200 20 16.5 10 nb~! 16 nb~1

Compared to 28 week scenario
Loss of p+Au science program
Increased risk to core science (e.g., commissioning, detector or machine delays)
Significant loss of science output (precision!) for minimal savings on investment

20



n.b., 28wk— 20wk savings amount

Comparison of 28 vs 20 week scenarios to 2% of total investment a
SPHE}RUIX
set-up commission w/ beam
28 wk
2N 23 Cooldown  ramp-up Au+Au physics warm-up
set-u commission w/ beam warm-up
ow< ML D 55% loss
Cooldown ramp-up Au+Au physics

set-u ramp-u warm-u
28 wk t
Cooldown ramp-up p+p physics DX move/set-up p+Au physics
set-u ramp-u warm-up
T T — L
Cooldown  ramp-up p+p physics DX move/set-up  p+Au physics 100% loss
set-u warm-up for p+Au
20 wi IR
Cooldown ramp-up 0+p physics
set-up commission w/ beam warm-up
28 wk

Cooldown ramp-up Au+Au physics

Run 25

set-up commission w/ beam warm-up

% |
ow I

Cooldown ramp-up Au+Au physics 21




Comparison of 28 vs 20 week scenarios H@

set-up commission w/ beam
28 wk
2un 23 Cooldown ramp-up Au+Au physics warm-up
set-u commission w/ beam warm-up
ow W / 5% loss
Cooldown ramp-up Au+Au physics

Selt-up ramp-up

3 wk |
20wk scenario for Run 24 does not allow p+Au run.

Warm—ui

p+Au physics

e/set-up
arm-up

2un 24 IShortening p+p run to ~8wks —unacceptable risk, loss —— no! 100% loss
of precision for core science program (p+p reference) asrm_up for p+Au
J W l
Cooldown ramp-up 0+p physics
set-up commission w/ beam warm-up
28 wk

Cooldown ramp-up Au+Au physics

Run 25

set-u commission w/ beam warm-u
p P 35% loss
20wk I .

Cooldown ramp-up Au+Au physics 22




Comparison of 28 vs 20 week scenarios

set-up commission w/ beam

28 wk
2N 23 Cooldown ramp-up

Commissioning a new detector from initial turn-on
to physics operations in ~12 weeks is ambitious

c.f., LHC schedule for Run 3
2-week pilot beam in Fall 2021

4wk machine set-up — 9wk commissioning w/
beam — physIcs ramp up

Expected lumi of 2022 LHC run is ~2/3 of run
2023 for same uptime

O
SPHERIX

warm-up

Au+Au physics

set-u commission w/ beam warm-up
20 wic MR 55% loss

Weeks | Details
1.5 low rate, 6 bunches
2.0 | low rate, 111 bunches, MBD L1 timing
1.0 | low rate, crossing angle checks
1.0 | low rate, calorimeter timing
40 | medium rate, TPC timing, optimization
2.0 | full rate, system test, DAQ throughput
11.5 | total

2023 beam commissioning plan

23



20wk scenario: Rlch O+AU program lost

(aV] 0 4 T I L l L | ] I l l 1 l

Vastly improved preC|S|on for TSSA

> _ . _ E <Z sPHENIX Projection, Year 1-3 sPHENIX Projection, Year 1-3
- SPHENIX Projection, Years 1-3 - : p'+A — h*+X {s=200 GeV i ,,l, p'+A — h*+X {s=200 GeV
03[ 0-5% p+Au, 50 nb trig., Res(¥,)=0.2 - _ PP 0102 ptp 1 0102
B N 6.2 pb” in p+ i 6.2 pb™in p+
0 2:_ —_— PI’Ompt DO _: 0.02+ 10 npb'1 in pi:u 0.02 +. 10 npb'1 in pp+:u
b e D-meson (Au+Au) - ! | prar P07 : palas el
S - \1[ _ —
S T e A A § 0 él 0 bt
S B TR S S T ST B - Sl
—01:_ —: e PHENIX PRL123, 122001 m PHENIX PRL123, 122001 gj;:';
- | | I Dl | I I - _0.02_ ® sPHENIX proj. _0.02_ e sPHENIX proj. ‘
0 1 2 3 4 5 6 7 A B A AT B C 1 |
p_[GeV] 0 2 4 6 0 2 4 6 8
. : . . ! A”3 NcoII
Collectivity and jet quenching in p+Au
& 0B R : Over the last decade, many of the highest impact
B g4l s e sPHENIX Projection, Year 2, p+Au 0- 10% 3 _ _ . .
§ b7 Res(w)=020(sEPD) z discoveries in the RHIC/LHC heavy ion program from p+A
o LY e Hadrons E
B O Jets E Collectivity and nuclear geometry, nuclear PDFs, system size
0-085 ‘ E dependence on quarkonia and strangeness
0.06[* =
0.04 . - Unique opportunities in polarized proton-nucleus
I ‘. _
0.02}- *'{v g + ----------------- = . N
L + ...................................... E SPHENIX presents unique capabilities for p+Au

Jet or Hadron P, [GeV]
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20wk scenario: Impact on Au+Au program H@

-+ 20wk vs 28wk scenario implies loss of 40-50% of Au+Au statistics
+ Optimal performance typically achieved towards end of collider run

- Affects both statistical uncertainty and systematic uncertainty based on
data-driven calibration (a la LHC)

SPHENIX science mission Is predicated on precision of hard probes
measurements, enabled by higher rate and improved instrumentation

Scale of loss Is set by two conditions:
Need decisive improvement compared to existing RHIC data (x10, not x2-3)
Comparison to LHC data (“complementarity” in LRP mission statement)
- will be limited by sPHENIX for most olbservables in overlapping kinematic range

loss of sSPHENIX precision directly leads to loss of discriminating power/
discovery potential
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llustration: photon-tagged jets at LHC and sPHENIX

Photon-tagged jets in sSPHENIX
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llustration: jet azimuthal correlations at LHC and sPHENIX »

SPHERIX
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Fig. 31: JEWEL simulation of the angular distribution of charged jet yield in the ALICE acceptarice
40 < pCT}tjet < 45 GeV/c and R = 0.4 recoiling from a high-py reference hadron (20 < pr ¢y, < 50

GeV/c), for central Pb—Pb collisions at , /sy = 5.02 TeV with 10 nb~ ' int. luminosity, and pp collisions
at v/s = 5.02 TeV with 6 pb_1 int. luminosity. The recoil jet azimuthal angle Ay is defined with R J #
= 0.4 Jets

respect to the reference axis. The observable shown is ®(A) which incorporates statistical suppression
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of uncorrelated background. Figure from Ref. [1].
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Summary PHE@

- SPHENIX collaboration and project continue on path towards scheduled
start of data taking in early 2023

Installation of full SPHENIX baseline detector now underway

Successfully completed first Mock Data Challenge

Preparations for MDC-2 underway

Expanding collaboration structure with emphasis on commissioning, calibration
and data operations

SPHENIX presents major investment by nuclear physics community, BNL, DOE:
MIE, 1008 upgrade, MV TX, iIHCAL, SDCC, RHIC operations
Focus of a majority of US HI research groups

Key concern iIs increased risk, irrecoverable loss of physics and damage
to science return on investment in 20 cryoweek scenario
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